m
w ons

CAMBRIDGE et i
§¥ UNIVERSITY PRESS Endorsed for full sYIlabYs vareas

Julia Russell, Fiona Lintern,

_Lizzie Gauntlett and Jamie Davies
3

Cambrldge Internat|onal AS and A Level

Psychology

3 Coursebook

Scanned by CamScanner



fiMmengg

1.8
1.9
1.10
1.11

The biological
2.1
2.2
2.3
2.4

approach

Core Study 1: Canlj et al.

Core Study 2: Dement and Kleitman
Core Study 3: Schachter and Singer

ISsues, debates and approaches
Sumrnary

Exam-style questions

Cognitive approach
3.1

The cognitive approach
3.2

Core study 1: Andrade (doodling).

3.3 Core study 2: Baron-Cohen et al. (Eyes test)
3.4 Corestudy 3: Laney et al. (false memory)
3.5 lIssues, debates and approaches
Summary

Exam-style questions

Learning approach

4.1 Corestudy 1: Bandura et al. (aggression)
4.2 Core study 2: Saavedra and Silverman
(button phobia)
4.3 Core study 3: Pepperberg (parrot learning)
4.4 lIssues, debates and approaches
Summary B
Exam-style questions

Social approach

5.1 Corestudy 1: Milgram (obedience)
5.2 Core study 2: Piliavin et al. (subway Samaritans)
5.3 Core study 3: Yamamoto et al.

(chimpanzee helping)

—

5.4

hes
Issues, debates and approacne

Summary .
Exam-style questions

10 Issuesand debates atA Level

14

15 6 Psychologyand abnormality

17
19

21
23
2%
34
38
41
p T

83
44
48
54
60
61
62

63
65

65
70

81
82
82

83

90
94
98
100
100

6.1
6.2
6.3

6.4
6.5

ic disorders

Schizophrenic and psych(cjmc disord

[ isorders
Bipolar and related disor once
Impulse control disorders and non-subs
addictive disorder
Anxiety disorders ,
Obsessive compulsive and relqt
Summary
Exam-style questions

ed disorders

Psychology of consumer behaviour

7.1
7.2
7.3
7.4
7.5

The physical environment

The psychological environment

Consumer decision making

The product ‘
Types of advertising and advertising technigues
Summary

Exam-style questions

Psychology and health

8.1
8.2
8.3
8.4
8.5

Psychology and organisations

9.1
9.2
9.3
9.4
9.5

The patient-practitioner relationship
Adherence to medical advice

Pain

Stress

Health promotion

Summary

Exam-style questions

Motivation to work

Leadership and management
Group behaviour in organisations
Organisational work conditions
Satisfaction at work

Summary

Exam-style questions

Answers to self-assessment questions

101 Answers to exam-style questions
102 Glossary

107 References
Index
L Acknowledgements

17
117

119

120
130

137
143
152
158
158

159

160
169
179
189
199
210
210

211

212
226
238 -

248

263
272
273

274

275
283
291
297
307
315
316

37
324
332
342
352
361

Scanned by CamScanner



Research methods

Introduction

Psychology is a science, so the way psychological
pPhenomena are explored is a research process. The
methods used to investigate questions in psychology
are called ‘research methods’. This chapter will help
you to understand how those methods are used by
psychologists to find out about human (and animal)
cognition, emotions and behaviour, N

In addition, you will learn about features of the
research process (hypotheses, variables, designs and
sampling) and data and data analysis. There are also
two further topics, which you will also consider within
issues and debates: ethical and methodological issues.
Together, these will help you to understand and be
o able to evaluate all aspects of research methods

- and to be able to apply your knowledge of research

The chapter is divided into several sections, methods to novel research situations,

covering the basic research methods that you
need to understand: experiments, self-reports,
case studies, observations and correlations.
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W
hy do Psychologists do research?

As Students, you m

how to improve y ay be bombarded with ‘facts’ about

differont learningzglfsa rc[:rI :E-ezeef:jﬁti};it: havt?theard °
mind maps to help fou't i e
should have bes you torevise. Each of these methods
(ahhc)ugh N n test?d to see if they actually work
i any haven't!). The process of research allows

SF:entnsts such as psychologists to test ideas in order to
fﬁlscover whether there is evidence to support them. This
is how we decide which drugs or therapies work best for
mental illnesses, whether different displays or music help
to sell products in shops, and how we should organise work
schedules to help factory workers to be efficient

and healthy.

To be trustworthy, research needs to be planned well
and conducted effectively. Imagine an investigation into
new classroom techniques. If the researcher didn’t know
how hard the children worked, and compared the new
techniques on a lazy class and a highly motivated class,
this would produce false results. Consider a study into
consumer psychology that compared how many goods
were sold with and without music playing in the store.
The researcher only played music at the weekends and
played no music on weekdays. Would you believe the
findings of studies such as these?

1.1 Experiments

An experiment is an investigation which is looking for a
cause-and-effect relationship. The researcher investigates
the way one variable, called the independent variable,
is responsible for the effect in another, the dependent
variable. To test this, the researcher manipulates

the independent variable (IV) to produce two or more
conditions, such as ‘high’ or ‘low’ light levels or ‘early’

and ‘late’ in the day. The effect of these conditions on the

experiment: an investigation looking for a causal relationship in

which an independent variable s manipulated and is expected
to be responsible for changesinthe dependent variable.
independent variable: the factor under investigation in
an experiment whichis manipulated to create two or more
conditions (levels) and is expected to be responsible for
changes in the dependent variable.
dependent variable: the factorin an experiment which is
measured and is expected to change under the influence of
the independent variable.

1.1 Where do we focus when we concentrate on a prob|
em?

Reflections: Next time you see someone thinking re-
perhaps trying to remember a name or work out tieo(”r”
to a question, watch their eyes. It has been suggeeto;r:
such situations our eyes tend to look upwards anél t_o 1t ‘
(Figure 1.1). Consider how you might test whether this \
Would you wait for people to get confused and then !er’,“
what they do, or would you give them a puzzle to nwri‘],
think? How would you decide where they are |ookinir;
would you do to be sure that they aren't just lookin hw.r“
the room for clues? Being able to decide on the anSg\:'-;ﬁl"
questions such as these is the basis of designing ex -
in psychology. SH

dependent variable (DV) is measured. For example, an v
light level might affect attention, with people being better
at paying attention when the light levels are high. How
well people pay attention would be the DV. If thereis a bi
difference in the DV between the conditions, the researc‘--
would conclude that the IV has caused the difference in the
DV, i.e. that light levels affect attention (Figure 1.2),

— —

v.; t__ﬁ—-"

- p

> 7

stigate whether the light level

| - -

1.2 An experimentcan inve
affects how well we concentrate
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In order to be more certain that the difference between
the conditions is caused by the IV, the researcher needs

to control any other variables that might affect the DV. For
example, people might find it harder to be attentive if they
have eaten, exercised or sat through a very dull class. Such
extraneous variables should therefore be controlled, i.e.
kept the same in each condition (or ‘level of the IV).

The levels of the IV being compared may be two or more
experimental conditions (such as bright and dull artificial
lights) or there may be one or more experimental conditions
which are compared to a control condition (for example,
artificial light compared to daylight). The control condition
is simply the absence of the experimental variable. For
example, in a comparison of the effect of eating chocolate
on paying attention, we might compare either the effect of
eating one bar or two bars (two experimental conditions)

or the effect of eating one bar to no chocolate at all (one
experimental and one control condition).

( ; § KEY.TERMS) ‘ i |

extraneous variable: a variable which either acts randomly,
affecting the DV in all levels of the IV or systematically,
i.e. on one level of the IV (called a confounding variable) so

can obscure the effect of the IV, making the results difficult to
interpret.

experimental condition: one or more of the situations in an
experiment which represent different levels of the IV and are
compared (or compared to a contro! condition).

control condition: a level of the IVin an experiment
from which the IV is absent. It is compared to one or more
experimental conditions.

laboratory experiment: a research method in which there is
an IV, a DV and strict controls. It looks for a causal relationship
and is conducted in a setting that is not in the usual

environment for the participants with regard to the behaviour
they are performing.

RESEARCH METHODS IN PRACTICE w

Aresearcher might conduct a laboratory experiment

to test the effect of the independent variable of time of
day on the dependent variable of happiness of students.
They might choose to control extraneous variables such
as which lessons the students were in and whether they
had recently eaten since these might affect happiness too,
This would be a comparison between two experimental

L conditions.
J

—-—

Reflections: Look at the Research methodsin
practice box. Canyou suggest:

+ two different times of day to use as the levels of the
independent variable
* how the dependent variable might be measured

* one other extraneous variable that it would be
important to control?

Experimental design

The way that participants are used in different levels of
the IVis called the experimental design. They may be
allocated to all, or only one, of the levels of the IV.

The three experimental designs are:

* independent measures design
* repeated measures design
* matched pairs design.

Independent measures design

In anindependent measures design, a separate group of
participants is used for each experimental condition or level
of the IV. This means that the data for each level of the IV is
‘independent’ because it is not related to any other data - it
has come from different people. Note that this is a different

use of the word ‘independent’ from that in the ‘independent
variable’.

If we wanted to know whether seeing aggressive models on
television had long-term effects, we could (rather unethically)
expose a group of young people to aggressive television and
then wait for them to grow older. However, it would much
quicker to compare two groups of adults, one group who had
been allowed to watch aggressive TV as children and one
group who had not been allowed to. This second example
would be an independent measures design.

This design is good because the participants only encounter
the experimental setting once. They are therefore unlikely

experimental design: the way in which participants are

independent measures desi
which a different group of pa
the IV (condition).

BN: an experimental designin
rticipants is used for each level of |

|
I allocated to levels of the V.
l

Scanned by CamScanner

/_","



e i nee———

::1\ ::::\“‘\‘:I::‘Ir:.l;:l\mnd 1o clues that mipht tell them the aims

‘ ent (demand characteristics). One problem
A lh"“‘““‘“\ Mipht be individual differences between

_m' tcipants that could influence the findings. For oxample,
N A study on the effect of noise on dreams, all the people

f\ ho normally remember their dreams well mightend up

in the 'no noise’ group. If so, it might look as though noise
prevented dream recall when in factit had little effect,

This 1isk can be reduced by the random allocation of
participants to different conditions. This spreads possible
differences between individuals across the levels of the IV.
To randomly allocate participants, ecach person is given a
number, and the numbers are then randomly divided into

two groups. This can be done by telling each participant
a number, putting numbersinto a hat and drawing out
two sets, or using a random number generator (eg.ona

computer) to do the same thing.

Repeated measures design
In a repeated measures design the same group of people

participate in every level of the IV, To help you to remember,
think of the participants ‘repeating’ their performance
under different conditions. For example, in a study looking
at the effects of doodling on learning, we could count the
number of words recalled in the same group of people

when they did doodle and when they did not.

The main advantage of a repeated measures design
is that each person acts as their own baseline. Any
differences between participants that could influence
their performance and therefore the DV will affect both
levels of the IV in the same way. Individual differences are
therefore unlikely to bias the findings. Imagine that in our
experiment on doodling, one person was generally very
quick to learn and another quite slow. In an independent
measures design this might cause a problem if they were
in different groups, but using a repeated measures design
makes the differences between them less important, as
both could show an improvement with doodling. Individual
diﬁ?rences between participants are called participant
Va'rlabl.es.These variables, such as age, gender, personality
g;ﬁf&%ﬁ?ﬁiﬁg zszect rs],cores on thg DV. It is therefore

_ atthese variables do not hide, or
exaggerate, differences between levels of the |V

Aseach in_dividual participatesin every leve| of the |V

they will perform the same or similar tasks two or

times. This can lead to a problem called the orde m(:fre
Repeated performance could cause participants :’09 e
improve because they have encountered the task befg
a practice effect. This matters because participants \,\:i;

gt ’ il eerfrrer
rj;ﬂdlflf)ﬂ ’,f;(_f)f]’j VIOUIO DTN fes..

{han those who did it first. Llternatively,
yorse, perhaps if they were

<)
ffect. In addition, the partici

B
ot

r |-r’b &

tunity to .-,

i ‘
f to reson-
/" VESUNC 8

atod on a

woere e o
repetition -
make performant e
tired - a fatigue e
both levels of the IV and have more op‘po
out what is being tasted, so are more [ike
demand characteristics.
Order effects can be colyed in twio viays: by randorr
or counterbalancing. Imagine an experimentw/itn tu,.
conditions: learning while listening to music (M) znd

learning with nomu

are randomly alloca
N, or vice versa, As some wi
of doing one of the conditions first will probably
out in the results. To be more certain that possible &%= -..
are evened out, counterbalancing can be used. = .7":
group of participants is divided into two and one hz+ .

paricic s r--

sic (N). In randomisation, |
ted to do either condition M
Il do each order, any ad 2 ---.

11~
v

vheace .-
Ug &y, an

@\ KEY.TERMS
Lot

demand characteristics: features of the experimer=
situation which give away the aims. They can cause

participants to try to change their behaviour, e.g. 1o
their beliefs about what is supposed to happen, which -z e
the validity of the study. N
random allocation: a way to reduce the effect of corci~g:

variables such as individual differences. Participants zr= out!

each level of the IV such that each person has aneguz. cnanc
of being in any condition.

repeated measures design: an experimental desizn inwhic
each participant performs in every level of the IV.
participant variables: individual differences betweer
participants (such as age, personality and intelligence!
could affect their behaviour in a study. They could hidz or
exaggerate differences between levels of the IV.

order effects: practice and fatigue effects are the
consequences of participating in a study more than once,

e.g in a repeated measures design. They cause changesin
performance between conditions that are not due to the IV,s0
can obscure the effect on the DV.

practice effect: a situation where participants’ performante
improves because they experience the experimental task moré
than once, e.g. due to familiarity or learning the task.
fatigue effect: a situation where participants’ performance
declines because they have experienced an experimentaltask
more than once, e.g. due to boredom or tiredness.

tnat

randomisation:
counterbalancing: counterbalancingis used to overcome
order effects in a repeated measures design. Each POSSible r
order of levels of the IV is performed by a different sub-gf‘)”plfL
participants. This can be described as an ABBA design, & ‘a‘
the participants do condition A then B, and half do B then

SSECASS
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do M followeg by N, the other half N followed by M. Ifon the
s

test there was a risk of participants accidentally

gitems learned in the first
Problem for exac

econd
includin

the study,

Strengths

_ uch as ag
(Figure 1.3) Thig magep,

$01in a study
COmputergame, particj

existing leve| of aggress

sign could be used.

€asures designs are overcomeina

Independent measures

Different participants are used in
each level of the Iv so there are
no order effects

Participants see only one level
of the IV, reducing the effect of
demand characteristics

Random allocation to levels of
the IV can reduce the effects of
individual differences

test, thiswould be a
ty half the participants in the ‘music
Xactly half in the 'no music’ condition.
Natively, a different de
The Problems associated

with both independent measures
and Fepeated m

are likely to have had very si

minimises the influence of i

- Participants are matched into
Ways that are important to the

€ gender, intelligence or personality
ingis done on variables relevant to
on the effects of playing a violent
Pants might be matched on their
ion. Identical twins make ideal

1.3 Identical twins are pe
hsad pairs design

Experimental design
Repeated measures

Participant variables are unlikely
to distort the effect ofthe IV, as
each participant does al| levels

Counterbalancing reduces order
effects

Uses fewer pa rticipants than
repeated measures so is good
when participants are hard to
find or if participants are at risk

Weaknesses

Participant variables can distort
results if there are important
individual differences between
participants in different levels
of the IV

More participants are needed
than in a repeated measures
design so the study may be
less ethical if participants are
harmed and less eﬁrectiv_e if
there is a small sample because
participants are hard to find

Ordereffect could distort the
results e

As participants see the
experimental task more than
once, they have greater exposure
to demand characteristics

Participants see only one level
of the IV, red ucing the effect of

[ nd
matched pairs as they are both genetically the same a

milar experiences. Different

groups of participants are then used for e.ach. level (r)1flth(:;|
IV, with one participant from each pair b_elng ineach lev

of the IV. By using different participants in each groy[.J :
order effects are avoided and the matching of participants
ndividual differences.

rfect participants for a matched

Matched pairs

demand characteristics

Participant variables are less
likely to distort the effect of the |y
thanin an independent measures

design as individual differences
are matched

No order effects

The similarity between pairs is
limited by the matching process,
sothe right matching criteria
must be chosen in advance for
this to be effective

Availability of matc
be limited, making the sample

size small (although SOme studies
conducted on twins Use very
large numbers of pairs)

hing pairs Mmay

—

Table 1.1 Strengths and weaknesses of experimental designs
able 1.

\

e —————————— e
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RESFARCH METHODS IN PRACTICE
;a‘tc:‘r:LdEF:‘S)'ChOKIO_giSt conducted an experiment to look
fect of violent computer games (Figure 1.4).
There were two experimental conditions (violent and
non-violent). The dependent variable was the children’s
subsequent violent behaviour. The experimental design
chosen was an independent measures design, with
different children in each of the experimental conditions.
If a repeated measures design had been used, inwhich
the same children played each type of game, there could
be order effects. For example, 2ggression caused by
playing the violent game could still affect childrenin the
non-violent game condition if they did this second. If this
were the case, the problem could be reduced by using

counterbalancing.

s e p—
1.4 Are children more violent after they have played

aviolent computer game than before?

However, the use of an independent measures design
risks participant variables, such as the original level
of violence of each child, affecting the results. This
could be reduced by either using random allocation of
participants to each condition or by using a matched
pairs design. In this case, children with similar aggression
levels would be put in the different conditions. To avoid
demand characteristics, the children would ideally

be unaware that they are in an experiment, perhaps

by telling them that they are in a computer games
competition.

3

_J

*-A'P‘an

standardisation: keeping| dure for each participant

in an experiment (or intervi e
: same
any differences between participa 'c’gr?éftﬁz erl:térj et:\;t

{he variables under investigation
way they were treated. )
reliability: the extentto whic'h‘a‘p
consistent, for example that it wou

s

at the Researcn methodsin

Reflections: Loox

v
~
o
7]
=
]
=
(Jq

: e
e~ ke Think 2bout
+ce box 1hinKgDOoUL

~r
pviglULc v

rder effect that could arise ifa

esign was used for this

ames by the second condition
or a fatigue effect?

Py s ~h +
ntvarngole ownert

he children might get fed up w

aninitial lev

1S 1
ofviolence that could affect the results of this study.

Types of experiments

Laboratory experiments
Many experimentsin psychology are conductedin

artificial surroundings, such as a laberatory. Experiments

conducted in this way are called laboratery experim

the participants are not in their usual environment for the
behaviour they are performing, and there are strict contro's

an

the attention of schoolchildren in high and low light leve

could be conducted. It might be investigated by testing

children on a computerised attention task conducted ir

psychology room in a university.

Evaluating laboratory experiments

ArEe-
<L,

<

N 3

Laboratory experiments use many controls. In addition,

researchers in laboratory experiments can use
standardisation, which means that the procedure for

participant can be kept exactly the same. Both controls anc

each

standardisation help to make the findings of the experimsnt
reliable, that is the researchers would be more certain that

the procedures and measures they are using are consistent
Controlling variables also improves validity - how certain

the researcher can be that they are testing what they
claim to be testing. By keeping the situation the sa
researcher can be more certain that any differen
DV really are due to the differences between leve
rather than due to any extraneous variables.

Scanned by CamScanner
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Chapter 1: Research methods

&

Sisone aspect

Define the independent variable,
Define the dependent variable,
Name and explain the
used in this study.
Suggest why the use of
have improved validity.

experimental design being

faces of a range of ages would

Field experiments

Returning to the idea at the beginning of this section of the
effect of light levels, the schoolchildren could be tested

by altering the number of lights turned on in their normal
classroom. Light level would still be the v and the levels of
the IV could be ‘all the lights on’ and ‘half the lights on’. The
DV of attention could then be measured by looking at their
scores on a class test they were due to take that day. Thisis
still an experiment because it has an IV and a DV (gnd there
will still be some controls, such as the amount oftlm.e they
spend studying for the test). However, it V\fOUId be a field
experiment because the children are being testeq on a
usual behaviour (the topic test) in their normal environment
(the classroom).

ating field experiments |
Ii‘i’;zliulittle Ifarder to control variables and standardise
procedures in a field experime.nF thana Iabor?toqée
experiment. Reliability and vahdnt_y may thertc)e oreuse o
lower. However, validity might be improved beca

S

participants are performing a task that seems non.'mal

in a familiar environment. School students taken into a .
university laboratory might concentrate really hard becau
they are nervous or interested, which might cover gp any
differences between the different light level conditions.

This means the findings from the laboratory would not
generalise to other settings as well as those frfjr? the
classroom. This is a problem of ecological val:dl-ty, and
field experiments often have better ecological validity than
laboratory experiments (but not always).

Another advantage, if the participants are unaware
that they are in an experiment, is that there may be
fewer demand characteristics than there would be
in a laboratory experiment. These are any features
of the experiment that give away the aims and cause

participants’ behaviour to change, for example to try to
‘make the experiment work’.

Natural experiments

Athird type of experiment is the natural experiment. This
is not a true experiment because the researcher cannot
manipulate the levels of the IV, The differences or changes
inthe IV exist, or would oceur, even in the absence of the
experiment. For example, children’s attention could be
measured on very dull and very bright days, when the
amount of light in the classroom differed (even with the

lights turned on). The Dy could again be measured with
aclass test.

@{E‘pjiﬂm' e

field experiment: an inves
relationship in which an ind
and is expected to be respo
dependent variable, |t is conducted in the normal environment
| forthe participants for the behaviour being investigated.
generalise: apply the findings of a Study more widely, e.g to
other settings and populations.
ecological validity: the exten
research in one situation woul
Thisisinfluenced by whether
represents the real world effe
relevant to real life (has mun

natural experiment; an i

tigation looking for a causal
ependent variable is manipulated
nsible for changes in the

tto which the findings of
d generalise to other situations.

|
the situation (ega laboratory) \
ctively and whether the taskis = |
dane realism), i

nvestigation looking for 3 causal i%
able cannot pe

t
|

{

B - {
., 4
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familiarity of the task and setting, which would increase,

E ;
Valuating natural experiments | he
ecological validity.

Using this method there is less opportunity to control and

Standardise the situation. There may be uncontrolled 6-(\, EY TERM

. ’ NEF S SFRE
Variables, such as how warm the classroom is. It might — . .
be much warmer on sunny days for example. This could uncontrolled v.arlable: a c.on.foundllng varnablgthat may .- -
matter because the warmth might make the children have been identified and elnmmatec: inan ex;ae;ment.\w 7

N be a feature of the particip,-

sleepy and less able to concentrate. This would lower the can C°“_f”59.‘h9 results. It may be participa- -
- ) or the situation.

validity of the findings, although this is countered by the

Types of experiment : j
Natural experiment

Field experiment

l Laboratory experiment | Naturalexperiment
trengths Good control of extraneous As participants are in their normal | They canbe used tostudyre-
world issues

situation for the activity being

variables, raising validity
i i have
studied they are likely to behav f particlpants areithet gt

Causal relationships can be .
rally, making the results N ) )
determined naturaly . & situation, their behaviouris |-
representative _ likely
to be representative
Standardised proceduresraise | ¢ b aticipants are unaware that N
If participants are unaware -+

reliability and allow replication they are in a study, the problem
of demand characteristics is less
than in laboratory experiments

they arein a study, demand
characteristics will be less
problematic

They enable researchers to
investigate variables that it woyy —

not be practical or ethical to

manipulate
Weaknesses | The artificial situation could Control of extraneous variables | They are possible only when ]
is harder than in laboratory differences arise naturally

make participants’ behaviour

unrepresentative experiments, lowering reliability

and making replication difficult Control aver extraneous variables

Participants could respond to is often very difficult

demand characteristics and alter | The researcher will be less sure
their behaviour that changes in the DV have been
caused by changes in the [V than
in a laboratory experiment

As the researcher is not
manipulating the IV, they will
be less sure of the cause of
changes in the DV, so a causal
Participants may be unaware that | relationship cannot necessarily
they are in a study, raising ethical | be established |

issues

They are often hard to replicat, |
as controls and standardisation |
are hard to implement, so the :‘
reliability may be low {

Table 1.2 Strengths and weaknesses of experimental methods

y
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Chapter:1: Research methods

0 "\  inordertoavoid them working out the aim of the study
RESEARCH METHODS IN PRACTICE and altering their behaviour, i.e. to reduce demand
Aresearch team is deciding how to test the effect of characteristics. There is therefore a balance between good
Wwatching television on children’s pro-social behaviour, ethics and good science. In field and natural experi.ments,
b thatis, how ice chidren are to each other, They il in contrast, it may not be possible to gain consent as the
rheasure pro-social behaviour by observing how often the participants may be unaware that they are even in a study.
children holg hands. They are considering two methods. o . o hould
Oneis afield experiment, in which parents either do or Thisis an ethical problem because participants shou
do not allow their chilg to watch television. Alternatively, have the right to know what they are entering into and
they could observe the chidren n aremote place that to agree to participate or not. They should also have the
ara: n; television and then observe them again after the right to withdraw, which they cannot do if they do not
a . . o i . )

would & pegunto \-elve satellite transmissions. This even know that they arein a study, and they should be
uldbea Natural experiment, Both of these studies df ible h

would' have more ecological validity than laboratory protected from possible harm.

e-Perimentin which children were shown additional

television, becausein 3 laboratory the children would in

an unfamil

iar environment SOmay not pay attention to
the tE_IEVision ifthey were nervous or distracted. In both
S|thatlons there may be uncontrolled variables, such as
Which exact programmes were watched, and for how long.
These factors could affect |ater pro-social behaviour. If the

children are aware that their television viewing is being

manip.ulated (in the field experiment) or their pro-social

is being observed (in either experiment) they
may try to alter thejr behaviour to meet the research

team’s €Xpectations, for €xample being extra nice to each
other (or especially nastyl),

1.5 Researchers must achieve a balance between good
. ethics and good science

\ In all experiments, privacy and confidentiality are

Reflections: Look at the Research methods important. Privacy can be respected in laboratory

in practice box above. Which of the following experiments because the tests Orquestions used are
can you identify?

pre-planned. In the natural settings of field and natural A
experiments, however, there is a risk of invading privacy so ¢
*  Independent variable researchers must be more careful of this, Confidentiality
* Dependent variable.

can be respected in all experiments by keeping the
participants' data secure and anonymous, although if the

Is there a control condition?

T e —

participants are unaware that data has been collected, as ‘
Can you suggest one extraneous variable that it would in a field experiment, it is important to ensure that they i
beimportantto control? cannot be individually identified, for example by their place ’
What effect might demand characteristics have in this of work.

study?

Suggest one strength and one weakness of

conducting the study as a natural experiment in terms
i |
of generalisability. ‘

informed consent: knowing enough about a study to decide

whether you want to agree to participate.

|
| |
| right to withdraw: 2 participant should know that theycan |
Ethics in experimen ts !| remove themselves, and their data, from the study at any time, i
. hology is discussed in detal | Privacy: participants’ emotions and physicalspaceshould |
The role of ethchs in psyc F;l bgriyefly - ; not be invaded, for example they should not e observed in
-~ in Section 1.10. Here we wi ,

situations or places where they would not expect to be seen,
experiments (Figure 1.5). A participantin a lab_orgtory confidentiality: participants’ results ang personal
experiment is likely to know that they are participating information should be kept safely and not released to anyone f
in a study and can readily be asked for their informed outside the study. :

consent. However, it may be necessary to deceive them SR = SRS, .M____J

|
|/
| Vg
i
|
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,\ p"/(l
’ 0‘Ogy dppart
k ent E‘hical(0mmi“9€’i§|00kill’;

ata researc .
Cognitions :npar(l):::] ir 8 _study about the effect of
The researchers onl D)ll designedieohelppeopiaiarec:
the procedure th y p anto a'sk forconsent about
basdman ey will use - lustemr?g toan imagery-
foflecie t;\ 1on “f"? - and not their aim. They intend
variabl ‘C paﬂropapls about the independent
able, which will be either to tell them what will really
happen - their pulse rate should fall - o to give them
false information by telling them that some people see
disturbing flashing lights. When the participants are given
the limited information at the start of the study, they will
also be told that they can leave atany time, giving them
the right to withdraw. The instructions on the tape tell
the participants to imagine relaxing, intimate thoughts.
However, they will also be told that they will not be asked
about these thoughts, which ensures their privacyis
protected. When the participants join the study, each will
be given a number, which will be used to identify their
data so that theirnames do not have to be used, ensuring

their confidentiality.

\

Reflections: Look at the Research methods

in practice box above. Which of the following
can you identify?

. The type of experiment being planned
. Theindependentvariable

« Thedependent variable

. The experimental design

st one way in which possible harm to

Canyou sugge
participants could arise as aresu

why participants may want to withdra

It of this study?
Suggest w from
the study.

Why might it be necessary for the researchers to

deceive the participants?

Applying your knowledge of experiments

to novel research situations

You should be able to recognise experiments (including the

\Y and' DV-and be able to operationalise them, i.e. define

them in detail) to decide whether an experiment is a

laboratory, field or natural experiment and to comment on
contro'l§, standardisation, ethics and reliability and validity
In addition, you shouldbe able to plan an experiment |
deciding on an IV and abV,the type of experiment an;j how
to implement suitable controls and to avoid ethical issues

SELF-ASSESSMENT QUESTIONS

and Anouk are deciding hovto test .
=L ¥iNew; -

1 Barry
ender affects artistic ability. Barry sugge.,.
3 study in the psychology d‘foav’tment’?,;;‘,;,' deir
a5k students to comein for a study abr,;. '."f’. tre,
which they must redravs a complicated m/ )

and Anouk can then see how wellthey dnis .. ")
It Ar~

o

+

thinks it would be better to persuade the 5+
to use an art class and set 2 lesson whirse
have to copy the same complicated ima':..:
a Explainthetype of experiment that ZLM
suggested: -
i byBarry
ii byAnouk.
b Theindependent variableisthesameir:. .
and Anouk’s studies, asis the dependg-.”' ,-

Describe the independent variable

ii Describe the dependent variable (I
Explain one ethical issue thatis clear frc-
procedure they have suggested.

d Suggestoneother ethicalissue and ho. ---
could avoid problems with this issue. )

1.2 Self-reports

In a self-report, the participant gives the resez
information about themselves directly. Thisis cifzr
experimental tests or observations where the re ]
finds the data out from the participant. There ar
technigues, questionnaires and interviews, both

ask the participant questions.

AFhich
OFWNIC

Questionnaires
In a questionnaire, the questions are presented to the

participant in written form. This may be on paper or
online survey. There are several different types of quest

The two most important are closed questions, whichn:

g e

self-report: 2 research method, such as a question
interview, which obtains data by asking participants ©©
information about themselves.

method that uses written qu
items

 staté!

naireor
pfo\?di

A v estions
questionnaire: research =

closed questions: questionnaire, interview or test
that produce quantitative data. They have only a few
alternative responses and no opportunity to expand O

answers.
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a fixed set of possible responses, and open questions,
which ask for descriptive answers in the participant’s
own words. Closed questions can take the form of simple
choices, such as those asking for yes/no answers or items
from a list. Other forms of closed questions include rating
scales (where a numberis chosen, e.g. between 0 and 5)
and Likert scales, which ask the respondent to say how
much they agree with a statement such as ‘Obesity is not
important’ or ‘Exercise is a necessity’ using the choices
'strongly agree / agree / don't know / disagree / strongly
disagree’ Some examples of closed questions are as follows:

* Whatisyour gender: male or female?

* How do you travel to school? walk / bicycle / bus /
train / car

* Indicate which animal(s) scare you: dog, spider, cat, rat,
fish, rabbit, bird. [You may tick as many as you like]

How much do you like psychology on a scale of 0-4?
(0O=notatall, 4= very much)

Open questions prompt the respondent to give detailed
answers, which may be quite long. They contain more depth

than the answers to closed questions and are more likely to

be able to explore the reasons behind behaviours, emations

orreasoning. They typically ask ‘Why..." or simply ‘Describe.. .

Some examples of open questions are as follows:

* What do you think about children having access to the
internet?

*  Whydoyou believe itis important to help people who
suffer from phobias?

* How would you suggest parents should discipline their
children?

*  When do you feel itisimportant to allow young people
the freedom to control their own TV viewing?

* Describe your views on the use of social media sites with
regard to encouraging helping behaviour.

» Explain how you would respond if you were told to hurt
another person.

SRy Ery ST ———
AR, 1 o

Vo Bl ) 3t in A

ot A1 %y i \I

T

open questions: questionnaire, intervigw ortest items. that
produce qualitative data. Participants give full and dfetalled :
answers in their own words, i.e. no categories or choices are given. w‘
inter-rater reliability: the extent to which Mo re.searcr}ers ‘ !
interpreting qualitative responses in a questionnaire (or interview) |
will produce the same records from the same raw da.ta.

social desirability bias: trying to pres.ent oneself in the best
light by determining what a testis asking. o |

filler questions: items put into a quest|o-n.narre, |r?terwew or
test to disguise the aim of the study by hld[ﬂg the important
questions among irrelevant ones so that partncnpalnts are less
likely to alter their behaviour by working out the aims.

Chapter 1: Research methods

Evaluating questionnaires

Questiornaires using mainly closed questions are easier to
analyse than interviews (using more open questions) as they
can be used to produce totals of each category of answers
s0 making it simple to summarise the findings. It is also
possible to work out averages, which can help to describe
the patternsin the results. Where qualitative data is gathered
from questionnaires, it produces more detailed, in-depth
information. This is an advantage, althoughitalso leadsto a
problem. Answers to open questions have to be interpreted,
and this can lead to a lack of reliability as the researcher may
not be cansistent in their interpretation. If more than one
researcher is involved, there may also be differences between
them. This would be a lack of inter-rater reliability.

One problem with questionnaires is that it is easy for
participants to ignore them, which means the return rate
may be very low. Importantly, the people who do reply to

a questionnaire may all be quite similar, for example have
time to spend because they are unemployed or retired. This

would mean all the people who filled out the questionnaire
would be quite similar.

1.6 People may lie in questionnaires, lowering validity,
for example giving socially desirable responses to
questionnaires about eating habits

Another problem with questionnaires is that participants
may lie. They may do this because they want to look
more acceptable; this is called a social desirability
bias (Figure 1.6). Participants may also lie if they believe
they have worked out the aim of the study. To avoid this,
researchers sometimes include filler questions among
the real questions. The answers tofiller questions are
not analysed in the research since they serve only to
hide the real purpose of the study.

e e——

i
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how her Siup;:;FOIOgy teacher. She wanted to know
decifiod tacs ”5 were progressing on the course. she
onlin : he self-report method and used an
? questionnaire that the students did in their
free time to collect data. This included several closed
questions (1-4), which collected quantitative data,
and some open questions (5 and 6) which collected
qualitative data. She asked her colleague to help
her to interpret the responses to the open questions
and to help to ensure that they had good inter-rater
reliability, she devised a listto help them to interpret
questions 5 and 6. For question 5itincluded looking for

comments about:

reading up notes
copying up notes

reading the textbook
looking things Up online
asking friends
checking with the teacher

For question 6 it included looking

for comments about:

copying out notes

making summary notes
making mind maps

using past paper questions
making test cards

some of the questions on the questionnaire were:

1 How oftendoyou do the homework set?

Have you written yourself a research methods

glossary?

3 ‘Psychologyisa difficult subject’. Do you:

agree

4 RatefromO0to6how wellyou understand the topic

we have just completed:

0=don’t understand at all

5 .
Explain what you do after each lesson to help you to
remember what you have learned.

6  Describe ;
nexttest:now you will plan your revision for the

strongly don’t . strongly
agree . disagree | | gisagree

L 6 =completely understand l

Reflections: Look at the Research methodsin

practice box.

« Explainthe difference betvieen the open and ¢l
questions. ]

« Suggesto

Suggest one more clos

« Suggest why Dr Blotma
online questionnaire rat

on paperin the classroom.

. Explainwhy it was importa
to raise inter-ratéer reliability.

ne more open question.
od question.

y have chosento use z
her than one the stude.: .

nt that Dr Blot togk -+

Interviews
Inan interview, th
with the participant.

e researcheris typically face-to-fz--
Interviews can, however, be cor =

through any medium that allows real-timeinteracticr ..
as by telephoneé Of through a chat facility. The same
questions can be asked in interviews as in questior: N B
although more open questions mMay be used.
<tions, thatis the range of questions
der of them, differs betweer “

a structured interv oy

different types of interviews. In
he same for every participant

the questions asked aret

and the orderis fixed. There may even beinstructicnsfg
the interviewer about how to sit or dress inorder that
cedure is standardised each time data is collectec, [ an
w, in contrast, the questiors 'f

~A

t says, so the questions

The schedule of gue
that are asked and the or

pro
unstructured intervie
dependon what the participan
may be different for each participant. Thisis avery flexible
technique but it may be hard to compare data Coil.ected

from different participants of by different researchers. A
compromiseis a semi-structured interview. Hers there

ﬂ KEYTERMSH oy

interview: a research method using verbal questions asked
the telephone.

directly, €.g. face-to-face oron
an interview with questi
ted. Consistency might also be
er’s posture, voice, etc.so theyare

structured interview: ons in afiked
order which may be scrip
required for the interview
standardised.

unstructured interview:
questions (after the first one)
answers. A list of topics may

terview:
stions. The interviewer

an interview inwhich most
depend onthe respondents

be given to the interviewet
fixed lstof

an interview with a
dd moré

semi-structured in
cana

openand closed que
questions if necessary.
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are some fixed questions, which make sure that there is
some similar information from every participant. This means
that comparisons can be made between them, and averages
can be calculated if this is appropriate. In addition, it is
possible to ask some questions that are specific to individual
participants. This allows the researcher to develop ideas and
explore issues that are particular to that person.

Evaluating interviews

As with questionnaires, interviewees may lie either because
they want to seem more acceptable (a social desirability
bias) or because they think they know the aim of the study,
and are either trying to help the researcher by giving the
answers they need, or to disrupt the research by doingthe
opposite. Interviewing is often time consuming and this can
be a problem ifit restricts the types of participants who
volunteer for the research because it would give a narrow
representation of feelings, beliefs or experiences.

When interpreting participants’ responses to questions

in an interview, researchers must be careful not to be
subjective, that is, to produce findings which are based

on a personal perspective. Instead, they should aim for
objectivity, i.e. taking a view that is not led by one's own
feelings or beliefs. To achieve this, the interviewer may ask
other researchers, who are experienced but unaware of the
aims of their research, to interpret the findings.

Q) xevacnus

subjectivity: a personal viewpoint, which may be biased by
one’s feelings, beliefs or experiences, so may differ between
individual researchers. It is not independent of the situation,
objectivity: an unbiased external viewpoint that is not

affected by an individual's feelings, beliefs or experiences, so
should be consistent between different researchers.

Bl s g s

Applying your knowledge of self-reports

to novel research situations

You should be able to recognise self-report studies, and
decide whether they are questionnaires or interviews.
You should also be able to choose which of these to use
in a new situation. In addition, you should be able to
recognise and write different types ofquestions.(open.
and closed) and to identify and design different interview

schedules (structured, semi-structured and unstructured).

When doing this, it is important to cong.ider how the

method used affects the availability of different types of
participants and their honesty, as this affects the validity
of the findings.

You should also think about the kinds of data that

are produced, and the way it will be used. Although
numerical data from closed questions can be analysed
mathematically, data from open questions provides
more in-depth information which may be more valid, For
example, a closed question might not have a response
close to a person’s view, 50 an open question would allow
that person to express views that they could not do in the
choices available in the closed question.

Finally, the reliability of self-report data is important.
Questionnaires and structured interviews may be higher
in reliability because they are likely to be administered in

a consistent way and because they generate numerical
results which do not need interpretation. Responses to
open questions, in contrast, have to be interpreted by the
researcher and since they may differ in their opinions there
is the possibility that they will be subjective.

® )

RESEARCH METHODS IN PRACTICE
Dr Splash is planning an interview-based study because
he wants to confirm that a new shopping centre is making
people more helpful to each other. He wants to collect
objective data about the number of times people are
altruistic so has devised a structured interview with a
list of specific questions such as ‘How many times has
someone held a door open for you?', ‘Have you helped
anyone carry their shopping?’ and ‘Have you seen
anyone assisting a parent with a buggy?’. However, he is
worried that this may produce very limited data so has an
alternative plan to use an unstructured interview. This
would begin with the question ‘Please can you describe
how friendly or helpful you have found people to be at
the new shopping centre’, after which he would base
his questions on what they said. A colleague suggests
that both methods have limitations. Interpreting the
responses to the unstructuced interview might lead to
very subjective data, especially as Dr Splash already
believes that the participants will be finding the shopping
centre encourages helpfulness. Although the data from
the closed questions in the structured interview might
produce more objective measures, this would limit
opportunities for asking participants to expand on their
answers, The colleague suggests that a semi-structured
interview might be better,

P
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Re ions:
f}ectlops. Look at the previous Research
methods in practice box.

* Whyi i ; .
Wy I§ the first of Dr Splash’s suggestions a structured
Interview?

*  Why would the data from these questions be more
objective?

*  Whyis the second plan an unstructured interview?
+ What s the problem with subjective interpretations
of the participants’ responses in the unstructured

interview?
Suggest why a semi-structured interview would be

better in this case.

SELF-ASSESSMENT QUESTIONS

2 Shareen and Judith are investigating people’s
phobias. They have decided to use self-reports.
Shareen is suggesting using a questionnaire and
Judith wants to interview people instead.

a Supggestone closed question and one open
question that Shareen could use.
b Suggestonereason why Judith might want to
conduct an unstructured interview.

Describe one ethical problem that might arise

in either Shareen’s or Judith’s version of the

| study.

1.3 Case studies

etailed investigation of a single

Acase studyisad
ould,

instance, usually just one person, althoughitc
for example, be a single family or institution. The data
collected is detailed and in-depth and may be obtained
using avariety of different techniques. For example,
the participant may be interviewed, observed, given
tests or asked to fill in questionnaires, Case studies
are particularly useful for looking at rar¢ cases where
a detailed description is useful, and for following
g‘:‘;e[‘)"ef:;“;\n:;:;hanges, where the progress of a child,
e a dls'order can be tracked through their
provementordecline, Case studies are therefore
sometimes linkedtotherapy but it is important to
remember that whenthe case sty B [a roslea o method
is being discussed, thetherapeutic purposc is :;1 ?\:zt 10
main aim, _ o

Ny
.

Evaluating case studies

In some ways, the findings from case studies are highly
valid, as the individual is explored in great depth and wit+, .
a genuine context such as their work or family. Validity rr
be improved further using triangulation, where the use c-’"
different techniques should produce similar findings, for
example observations and interviews with the participa -
and questionnaires for their family should all lead to sjm; .
conclusions. The research includes details such as their ;;,,
a5 well as their present situation, their social interaction:
their thinking and their emotions as well as their behavic ..
Such detail, however, carries risks. One potential probler -
the development of a close relationship with the researc
This may make the researcher subjective in their outlool
which would reduce the validity of the study. The leve] of
detail can also be an ethical threat, as the questions as.-
may intrude into the participant’s private life and they
feel unable to refuse to answer them. The detail about the
individual may make it hard to disguise their identity, e i
they are not referred to by name, which would risk breaing

the guideline of confidentiality.

Reliability is also an issue, as there is a single participan:
and perhaps one or only a few researchers. This, and their
involvement with the case, means that they may find it hare
to be objective, that is to take an external, unbiased view
of the findings, for example when they interpret what the
participant has said. This means that the findings may be
limited to only this case, or to very few others.

Applying your knowledge of case studies to

novel research situations

You should be able to recognise case studies, and whenit
hould also be able to suggest

3

appropriate Lo use one. Yous
possible techniques that coul
When making these decisions, it is impor
the validity and reliability of the findings.
validity can be improved is though triangul
different methods are used within the case stud
the same information: for example, finding out aboutithe
participant’s behaviour by observing them, interviewing
them and asking their relatives to fill out a questionnal’™
If the same results are obtained by all the methods, th_ls
suggests that the results are valid. Another consfdera['On
in planning case studies is an ethical one. Participants .
should be aware of their commitment, so that they can e
their informed consent, and particularattention ShOLII .
be paid to ensuring their privacy is not invaded and U

confidentiality is maintained.

d be used in a case study.
tant to consider

One way that the

ation, where
yto obtain
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D N researchers in either the social or physical environment. A

RESEARCH METHODS IN PRACTICE controlled observation is conducted in a situation which
A psychologist in a sleep clinic has been conducting a has been manipulated by the researchers. This may be in
case study on a patient, SL, who has had very bad terms of the social or physical environment. Controlled

dreams for several years. The psychologist uses an EEG
to follow SUs sleep cycles and to detect when the patient
is dreaming. The patient is then woken up and asked

observations can be done in either the participants’' normal
environment or in an artificial situation such as a laboratory.

whatthe dream is about. SL has also been asked to keep At the beginning of a study, observations may be non-
ddreamdiary torecordwiieq the bad dreams occue focused, that is, the whole range of possible behaviours are
Members of SUs family have been interviewed to find out dered. If thi i throughoutthestady it callad
when the problems with nightmares started and how consiaered, If ts,CoNtINUES . OugnoLtLthestudy, Itis calle
often they occur, ' anunstructured observation. Usually, however, the range
L ) of behaviours studied is narrowed to a set of behaviours,

and this technique is called a structured observation.

| the participants' behaviour in a situation in which the social

: | orphysical environment has been manipulated by the
SELF-ASSESSMENT QUESTIONS researchers. It can be conducted in either the participants'

The specific activities to be recorded are clearly defined in

Reflections: Look at the Research methods in behavioural categories. This helps the observers to be

practice box above, consistent, i.e. itimproves inter-observer reliability.

* How many different methods can you identify? Another decision to be made is the role of the observer

*  Give two reasons why this is a case study. in the social setting. This may be participant or non-

*  The psychologist is concerned that if the patient SL participant. A participant observer is part of the social
wanted to withdraw from the study, this might be setting, whereas a non-participant observer does not
quite difficult. Explain why this might be so. become involved in the situation being studied. This can be

* Explain the ethical reason for the researcher referring R
to the patient as SL. JRAGD —— v -‘-—7-‘~],

* Suggest one other ethical issue that might be a | naturalistic observation: a study conducted bywatching | H
problem in this study. . the participants’ behaviour in their normal environment i

»  Suggest one practical issue that might be a problem ‘ wnth?ut 1ntefference from the researchers in either the social or !
. | physical environment, .
in this study. > ‘

. controlled observation: a study conducted by watching l
|
|

normal environment or in an artificial situation,
3 Damon and Inka are planning a case study to unstructured observation: a study in which the observer
investigate responses to emotional situations. ‘ records the whole range of possible behaviours, which is
a Suggest three techniques thatDamonand Inka usually confined to a pilot stage at the beginning of a study to
might use in their case study. - refine the behavioural categories to be observed.
b i Describetwo ethical problems that might structured observation: a study in which the observer
arise in the study that Damon and Inka are ? records only a limited range of behaviours.
planning. , behavioural categories: the activities recorded in an |
i Forone of these problems, suggest a possible | ob;er;ati?dnt.)The‘zr shoulc‘i be operatlonallsedl(clea'rly defined) ‘I
solution. - and should break a continuous stream of activity into discrete {
! recordable events. They must be observable actions rather l
c Explain whether the results from Damon and ‘- than inferred states. -i
Inka's study would be typical of the way everyone i
|

. inter-observer reliability: the consistency between two
. researchers watching the same event, i.e. whether they will
“ produce the same records.

participant observer: a researcher who watches from the

1.40 bse rvations { perspective of being part of the social setting,

: . non-participant observer: a researcher who d
ions | ing human or animal ) ) who does not
Observations involve watching become nvolved in the situation being studied, e.g, by

participants. This can be done in two ovgrall ways.{-\ ‘ ' watching through one-way glass or by keeping apart from the
naturalistic observation is conducted in the participants ' social group of the participants

normal environment, without interference from the B TR

would respond to emotional situations.

P R e

e
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ove
rt observer: the role of the observer is obvious to the

panticipants.

covert observer: the role of the observer is not
e.g. because they are hidden of disguised.

obvious,

one-way glass or by keeping

achieved by watching through
he participants.

apart from the social group oft
The role played by the observer
obvious that they aré an observer) or covert (they are hidden
or disguised so the participants do not know the individual
is an observer). participant observers ar€ overt, for example,
ifthe researcher is holding a clipboard. When a participant
observeris disguised as a ‘ember of the social group
(Figure L.7), orwhena non-participant observeris physically
hidden (e.g. by using CCTV), they are covert. Participants
cannot be aware that they are being watched if the observer is
covert. This increases validity asitis unlikely that participants
would be affected by being observed, SO demand
characteristics and the effects of social desirability are
reduced. HoweVver, covert observations raise practical iSsues,
' as the observer must be either hidden, far away o disguised

may be either overt (itis

in their role. This may make data collection more difficult,
potentially reducing validity and reliability. Furthermore,
covert participant observation raises ethical issues as the
participants cannot give informed consent, and if they work

out the observer’s role this can cause distress.

1.7 ici
g t: coveft participant observer is disguised by being part
e social group: which one is the observer?

Evaluating observations
Naturalistic observation
shave the adva
; ntage that the
Z«':f‘lf;a\zlfhuf S seerae trpe to life. They are mgre likélt to
© ;I e way the Ir.ldlviduals really behave than if}tlh [
'm erference in the situation from researche i L
in controlled observations. However, there lrSS ;\E;Sg‘ithe L:[ase
; arantee

studied viill actually occur i

aviours being,
ay be necessary to use -
505

that the beh ‘
soitm

turalistic situation,
ervation.
ed observation ensures that any

recognised, butitmay be e
d all the activities accurately and rﬂa.::/"/
t. It is therefore likely, especially wher
e of interest, that a structure
e data. )

ana
controlled obs
unstructur

Using an
t behaviours are

importan
difficult to recor
may be irrelevan

y specific activities ar

roduce more reliabl
he observer, and the participants’
ffect validity. If participants are unzy,
n ignore them, i clivitiecs -
heir normal behaviour. This mezn.
that covert observers would produce more valid resu b
wever, in the case of covert part‘}(:-,;;m
ical issue of deception. The h

observers there is an eth
t with the observer in ways that
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Applying your knowledge of observations

to novel research situations

Observations can be used either as a research method

or as a means to collect datain other research methods
such as case studies, experiments or correlations. You
<hould be able to distinguish between these two situations
Observation is being used as a research method initself “
when the study consists solely of a means to collect databy
watching participants and recording their behaviour direct)
to provide data. Observations are used as a technique to “
collect data about variables in other research methods
when they are used to measure the dependent variablein
an experiment or one or both variables in a correlation.In
a case study, observations can be used alongside other
techniques to explore a single instance in detail.

You will need to be able to decide whenitis appropriaté

tc;::se observations as a method, or as a technique within
(c)h er methods. You should be able to recognise and justi
oices about naturalistic versus controlled, structured

ver - .

andSL::S unstructured, participant versus non—partiapaﬂt
overtversus overt observations, You will als0 need©
howt0

be
B ibl? to suggest ways of achieving these, such as
ake an observer participant or covert.

el
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Chapter 1: Research methods

0- w
RESEARCH METHODS IN PRACTICE

DrBlot s interested in whether her students detect each
other's emotions and plans a controlled observation.
She asks three students to act as confederates. They

are told to take it in turns to appear quite sad in the
common room at lunchtime. Dr Blot is on lunch duty with
a colleague so they can act as non-participant, overt
observers as they walk through the common room. The
students will take no notice of them as they are used
to them being there. Dr Blot suggests that she and her
colleague use a ljst of specific behaviours to record, so
they are doing a structured observation. This will also
help to raise inter-observer reliability as they will be
'workIng from the same definitions, such as recording
shows concern without action’ if people look at the
confederate without moving towards them, 'verbalises
concern’if someone goes up to the confederate and
‘asks them if they are OK and *takes action’ if they engage
ina behaviour such as putting their arm round the
confederate or buying them a drink.

| Y,

Reflections: Look at the Research methods in
practice box above,

* Suggest one other behavioural category that might
have been included in the structured observation and
defineit.

« If DrBlot had conducted an unstructured observation,
how would the method have differed?

* Analternative plan would have been to have
conducted a naturalistic observation and watched
to see if any students appeared to be sad and how
others responded. Outline one way it would have
been ethically more acceptable and one way in which
it would have been ethically less acceptable.

« Suggest how Dr Blot could have used a participant,
covert observer rather than being an overt observer.

SELF-ASSESSMENT QUESTIONS

4 Debraand Jin wantto use observations to find out
about the behaviour of animals. Debra wants to go to
the park and hide in a tree to observe the animalsthat |
live there. Jin thinks it would be better to set up an i
artificial situation and watch laboratory rats interacting |
with objects they would put in a special box. : '

Who is suggesting a naturalistic observationand

who is suggesting a controlled observation?

b Explain whether the observersin Debra’s study

would be overt or covert.

For either Debra's or Jin's suggestion, decide

whether it should be conducted as an unstructured

or a structured observation and justify your choice.

a

1.5 Correlations

A correlational analysis is a technique used to investigate

a link between two measured variables. Correlations are
useful when it is possible only to measure variables, rather
than manipulate them, i.e. when an experiment cannot be
conducted. This may be because changing the variables
would not be practical or would be unethical. For example,
it would not be practical to conduct an experiment which
controlled children’s long-term exposure to television and it
would not be ethical to increase real-life exposure to violent
television programmes. Both of these could, however, be
investigated using correlations. It is important to recognise ]
that any link found between two variables in a correlation
cannot be assumed to be a causal relationship, that is,
we cannot know whether the change in one variable is
responsible for the change in the other variable (Figure 1.8).

1.8 Abizarre positive correlation has been reported between
ice cream consumption and murder rates. This relationship
is a correlation, however, so we cannot conclude that eating
ice cream causes people to commit murder

To look for a correlation between two variables, each
variable must exist over a range and it must be possible
to measure them numerically. Several techniques can be
used to collect data for correlations, such as self-reports,
observations and different kinds of tests.

We cannot say from one correlation that an increase in one
variable has caused an increase (or decrease) in the other,
becauseitis possible that the changes in both variables
could be the result of another factor. Imagine that two
variables are being measured: attention in class and score

- KEYTERM =~

corrFlation: a research method which looks for a causal i
relationship between two measured varjables, A changein J

onevariablefs related to a change in the other (although these
changes cannot be assumed to he causal),

e
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o7 2 test. f these two correlate it would be tempting 1o So, forsome correlati.ons, such astf -, .
le for good using scientific scales (Suc_h as vc?lume incm®ortime
seconds), the measures will be highly reliable. In othe- .
such as studies correlating variables measured usir e
reports or observations, there is a risk that reliabilit ;| |
lower. This is because results from these measures .
less objective than from scientific measurements.

main issue with correlations, however,istorer -
ot necessarily reflecta c -

being consistent.

52y that paying attention in class is responsib

15t results but we cannot be sure of this. It is

:nat both of these factors depend on another variable,
dent. The sort

such as the dedication of the individual stu

~* student who pays more attention in class might also
s:udy much harder for the test. All we can concludeis that

-he two factors we have measured vary together, not that The
Thereisa cause-and-effector causal relationship between that the conclusions don
+hom. As 3 consequence, it is important thatyou refer relationship.

+o ‘measured variables' o ‘co-variables’in a correlation
and not inde endent and de endent variables. To make . )
b ;i Applymgyourknowledgeofcorrelat; nsty -

iudoements about causality, an experiment must be used, g -
<0 +hat we can be more certain that it is the manipulation of novel research situations
e forthe changein the other. Correlations provide 2 good starting point for reszz-+
cate whether a relationship exists trz- ~-..

one variable that is responsibl
¢ on the other hand, we conducta correlational study and
uing with other research methods, = -+

possible

They canindi
be worth purs

|
sind that there is no link between two variables, then wecan
conclude that there is no causal relationship. experiments. Correlations are also useful becaus= -z,
. ) ) ) ; enable researchers to €x lore problems when it
-2 nature of the relationship between the two variables in , _ PO P o
: et . practically or ethically possible to conduct expermer: -
z correlation can be described in terms of its direction.In a o S
s : . ; <hould be able to distinguish between correlations i
positive correlation, the two variables increase together. _ , =R
— . " ; two measured variables) and experiments (wnerztrzre:
The change is in the same direction, so higher scores on , _ ) SRR TS
o A one variable - the IV - that is manipulated by {7z ragez
onevariable correspond with higher scores on the other. donl thati d—the DV J T
- ; i, . and only one tnatis —the DV).You should 2k;
rorexample,maposmvecorrelatlon between exposure to baabl { ) Theazgfrfe he DV).You steudzz
. : ' e able to recognis between ootz
aggrassive models and violent behaviour, greater exposure ) gnise EdiierenEEDERESN SRR
negative correlations.

-5 models would be linked to higher levels of violence. When
two variables are negatively correlated, higher scores

on one variable correspond with low scores on the other.
Torexample, a negative correlation might exist between
number of years in education and level of obedience:
people with fewer years of education are mare obedient
(see also Section 1.9 on how to draw a scatter graphand a

discussion of the strength of a correlation).

use a correlation rather than any other met
when it is impossible to manipulate vari
or ethical reasons. You should also be gble:
about ways to measure the variables
suggest whether you would expect a posit.
correlation in a study. Finally, you will need o unces=-

=lztions
OnNe

how to display the results of a correlals

in
il »

Evaluating correlations
£ correlational study can only be valid if the measures of 0 ——
‘ bctf‘\ variables test real phenomena in effective ways. To
a;h\eveth‘ns, the variables must be clearly defined and relate RESMARS < METH?DS - ?RACTIC.E v o thr
directly to the relationship being investigated. The reliability fhr:::s;z;sbn:ii?r:;::ﬂnbgeg\h:bf }S, e
ween how 1

has lasted and how severeitis. Sheis asking 273
of participants with phobias to record how mz ="
they have suffered with their fearand rate '

f A
of a correlation depends on the measures of both va riables

phobiaInterfereswiththeirlifeonas:Z.E fline=

P

’ KEYAERMS
oy

FFFFF

There may be a positive correlatio

lasted longer may be more severe. Therem&s:™
- no relationship between the w0 varizbles 157" -

plotted the results on a scatter graph, ¢ poir="
k appear randomly placed, rather than [yin2 2" s

which an increase in
i.e, higher scores on Of
onthe other.
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’//,/’/ Aims and hypotheses
Aims

Reflections: Look at the Research methodsin

L Consider the idea of different ways to help students to

. An alternative outcome might have been th study, per.haps using mind maps or revision apps (see Figure
1.9). Imagine that a psychologist, Dr Blot, asks a few of her

at

phobias that have lasted longer aré less severe.
Explain why this is a negative correlation. psychology students which method they prefer, and finds
. If Professor Smudge found a positive correlation, that both €S quite popular. Dr Blot wants to know which is
it would be tempting, but incorrect, to say that the mgst effective. Thisis Dr Blot's aim - to investigate whether
passage of time makes phobias worse. Why would mind maps or revision apps are more effective at helping
this conclusion be incorrect? J gudeqts tf) /ean?. So, the aim tells you the purpose of the
investigation. It is generally expressed in terms of what the

study intends to show.

SELF-ASSESSMENT QUESTIONS ) b e . .
In a correlation, the aim is to investigate a link or
relationship between two measured variables, such as

5 Ekua and Takis are going to find out if thereis a
between the number of computer games a student plays

correlation between the amount of coffee people
drink and the number of dreams they recall. and their final A Level grade.

a Explain why this s a correlational study and not

an experiment.
b Suggest whether the results will show a positive
correlation or a negative correlation.
¢ i Suggestonewaytomeasure the amount of
coffee that people drink.
i Explain either one advantage or one
disadvantage of the way you have suggested

measuring this variable.

3.7 Seconds

Capitals

Oterms by e

1.6 Research processes

We began this chapter with a discussion about the need for
research to test different ways to help students to learn or
different therapies to help people who are mentally ill. These
are examples of real-world problems that psychologists
try to solve through their research. In this section we will
consider the steps a psychologist might ta ke in developing
research to investigate a question or problem. This research
process can be thought of as having several steps, the:

1.9 Revision apps such as Quizlet and Gojimo may - or may
not - help students to learn

development of an aim and hypothesis

. selection of a research method and, in an experiment,
the experimental design Hypotheses
. definition, manipulation, measurement and control of To make her research more exact, Dr Blot needs to present
this aim as a hypothesis, that is, as a testable statement.

variables :
A hypothesis should provide a little more detail about the

« ethical considerations

« selection of participants
analysis of data, including the drawing of conclusions

ﬂéKEYTER MRS

. evaluation of research hypt')tlllesis (plural hypotheses); a testable statement
predicting a difference between levels of the independent

variable (in an experiment) or a relationship between variables |

(in a correlation), ,

We will consider each of these steps in turn, evaluating the
it A

Jlternatives where appropriate and illustrating how the
deas can be applied to novel research situations,

Scanned by CamScanner



4 vanabies being investigated than the aim. Importantly,
1 2 ypothesss, <hauld also be falsifiable, that s it should
i- i b6 possible for it 1o be shown to be wrong, The main
hypathess, in 4 study (sometimes called the alternative

hypothesis) can be wiritten in several different ways. They
differin terms of the nature of the prediction they make

= oY T . . .
about the results of an investigation.

Non-directional hypotheses
/. non-directional (two-tailed) hypothesis predicts

|

that there will be an effect, but not the direction of that
offect (Fipure 1.10). In an experiment, this means that the
hypothesis will suppests that the IV will change the DV but
not whether the effect will be an increase or a decrease.
This type of hypothesis is chosen if the effect of the variable
iv being tested for the first time, so there are no previous
results to suppest what the results might be. For example,
Dr Blot's hypothesis could be: There is a difference between
the effectiveness of mind maps and revision opps in helping
tudents 1o Jearn, Nole that it is predicting a difference, but
not which condition will be better at helping with learning.

Anon-directional hypothesis in a correlational study
predicts that there will be a relationship between the two
measured variables. For example, a directional hypothesis
might be: There will be o correlation between the number of
computer games o student plays and their final A Level grade.

Directional hypotheses
When most previous research or other evidence suggests

the nature or ‘direction’ of an effect we can use a
directional (one-tailed) hypothesis. In an experiment
this means saying which condition will be ‘best’ (i.e. produce
the highest scores) and in a correlational study, whether
there will be a positive or negative correlation.

1.10 Unlike with a one-tailed hypothofish, you can’t see
which way a two-tailed hypothofish will swim

Returning to Dr Blot's study, there might be evidence that
revision apps are better than mind maps, perhaps because
they are more ‘active’ and being actively engaged helps
memory. This is a directional prediction so the hypothesis
might be: Students using revision opps will learn better than -
students using mind maps. Note that the opposite prediction
could also be expressed as a directional hypothesis. This

would be: Students using mind maps will learn bey,,
students using revision opps. We might make ths o y
if we believed that writing a mind map yourself .
offective than just reusing ready-made materials - S

revision apps-
A directional hypothesis for the correlational sty ..
computer games and grades could say: There Will ; it
negative correlation between the number of compy.. .
o student plays and their final A Level grade. We Migh: :n'
this prediction if we believed that the time spent sz:;rmj“’
games might stop students working. However, 3 d’\w"”:;vc.?‘
I8

directional hypothesis could be: As the number of ¢,

gomes a student has increases, their A Level grade i ’G”L
We might make this prediction if we believed that _c,T,J,Jﬁ;?
who engaged more with technology, even through ;},__r_r'p‘:
were also more likely to benefit from technology_bé_ﬁ_jdu,
learning aids. Remember that your hypothesis shoui

say that one factor causes the change in the other,

Null hypotheses
The alternative hypothesis is an alternative to the nui

hypothesis. In an experiment, the null hypothesis states
that any difference in the DV between levels of the 1V is 5
small that it is likely to have arisen by chance. For Dr 8lot
study, the null hypothesis could be written either as: There
will be no difference between the effectiveness of mind
maps and revision apps in helping students to learn or Any
difference in effectiveness of mind maps and revision appsin

helping students to learn is due to chance.

QEmr—

alternative hypothesis: the testable statement which
predicts a difference or relationship between variables in a

particular investigation.
non-directional (two-tailed) hypothesis: a statement
predicting only that one variable will be related to another, e.g.
that there will be a difference in the DV between levels of the V
in an experiment or that there will be a relationship between
the measured variables in a correlation.

directional (one-tailed) hypothesis: a statement predicting
the direction of a relationship between variables, &.g in

an experiment whether the levels of the IV will produce an
increase or a decrease in the DV or in a correlation whether
anincrease in one variable will be linked to an increase ora

decrease in another variable.
null hypothesis: a testable statement saying thatany s
difference or correlation in the results is due to chana_?. iet
no pattern in the results has arisen because of the variables

being studied. v

S e

|
|
|
\

T i

| SRS
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To help you towrite null hypotheses for experiments,
remember that they should say ‘There will be no difference

in the DV between condition X and condition Y’ or that ‘Any
difference in the DV between condition X and condition Yis due
to chance’. Make sure that you always state both of the levels of
the Iv and the DV otherwise your null hypothesis will not make
sense. Forexample, the null hypothesis ‘There s no difference
between mind maps and revision apps' is meaningless.

Correlational studies also need a null hypothesis. These
predict either no link or that any relationship could

have occurred by chance. A general null hypothesis for

a correlational study reads: There will be no relationship
between variable X and varioble Y (or Any relationship
between variable X and variable Y is due to chance). For
example: There will be no relationship between the number

Reflections: Look at the Research methods in
practice box.

* Which study is an experiment and which is a correlation?

* Canyou suggest a different directional hypothesis
for the correlation, one that proposes a negative
correlation?

* Whatis wrong with the alternative hypothesis 'Soft

chairs will be better than hard chairs”?

I ) S L0 |

of computer games g student ha
Any relationship between the nu
Student has and their A Leye|

S and their A Leve grade (or

mber of computer games a
grade is due to chance),

1.7 The definition, Manipulation,

measurement and control of
variables

Variables are factors that change or can be changed. In
experiments these are the independent and dependent

variables as well as any extraneous factors that are or are
not controlled. In correlations ther

: eare two measured
variables (see Section 1.5).

Experiments look for changes or differences in the
dependent variable (DV) between two or more levels of
the independent variable (IV), which are set up by the
experimenter. It isimportant that the IVis clearly defined,
or operationalised, so that the manipulation of the
conditions represents the intended differences. Consider

(R)ie0 oo

operationalisation: the definition of variables so that they .
i 21

can be accurately manipulated, measured or quantified and
replicated. This includes the IV and DV in experiments and the
two measured variables in correlations.

RESEARCH METHODS IN PRACTICE

Dr Blot is thinking about buying new chairs for her classroom.
Her aim is to explore whether hard or soft chairs help her
students to work better (Figure 1.11). She wonders whether
to predict a non-directional (two-tailed) hypothesis: There
is a difference in work rate of students sitting on comfortable
and uncomfortable chairs. Another psychology teacher says
that students respond well to other comforts like access

to a drinks machine or snack bar, and the soft chairs might
make them happier, so they work harder. Dr Blot rewrites her
prediction as a directional (one-tailed) hypothesis, saying:
Students on comfortable chairs will have a higher work rate
than ones sitting on uncomfartable chairs. A third teacher

is not convinced and suggests that if the students are too
comfortable they will become sleepy and lazy, so work less.
The hypothesis would then be: Students on comfortable chairs
will have a lower work rate than ones sitting on uncomfortable
chairs. Her null hypothesis would be: Any difference in work
rate of students sitting on comfortable and uncomfortable
chairs is due to chance.

Now imagine a study which aims to look fora [inll< be.tween
sleep and emotions. A non-directional hypothesis might

be: There will be a correlation between amount of sleep and

1.11 Would you work harder in lessons if you had more
comfortable classroom chairs?

emotional reactivity. The possible directional hypothesis

could say: There will be a positive correlation between amount
of sleep and how emotional someone is, Remember not to

say that one factor causes the other to change. The null
hypothesis here would be: Any relationship between amount of
sleep and emotional reactivity is due to chance.

J

B
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‘'middle aged
DV must alsc 2
effectively. We could operationéll
number of details ‘remembered’
how convinced th

Controlling variables and standardising

procedures

Controlling of variables
Psychologists need to control v
order to be more certain about their findings. In particular,
simportant to control any extraneous
stent effect. Theseare

y confou nd, i.e.

bles can either work

flect

ariablesin their studiesin

in experiments, iti
variables that might have consi
called confounding va riables as the
confuse, the results. Confounding varia

against the effect of the IV or increase the apparente
the DV selectively inone level

of the IV because they acton
of the IV. These variables are the most important to control.
Other extraneous variables, which have a random effecton

the DV across all levels of the IV, are not so problematic. The
difficulty is to identify which variables it will be important

to control before the experiment starts. This is one function
of a pilot study, @ preliminary test of the procedures of

a study. However, if important extraneous variables are

not identified in advance, they will become uncontrolled
variables, which will affect the results, making them difficult
to interpret because it will be hard to separate the effects

of the IV from those of the other factors that may have
influenced the DV systematically.

Consider Dr Blot's study of students and chairs (Section 1.6).
Perhaps Dr Blot compares one class in a room with the
new (soft) chairs and another class in a different room
with the old (hard) chairs. If the room containing the new
chairs happens to have better lighting, Dr Blot may find that
the students in the ‘soft chairs’ condition perform better.
However, this may be due to the confounding variable of
brighter lighting rather than the comfort level of the chairs.
This is an example of a situational variable, because
lighting is an aspect of the environment. Another possible
extraneous variable is how hard working the individual
students are. We might expect normally hard-workin
students to be randomly distributed among the d‘lﬁegent
classes, in which case this variable is not a problem
However, suppose that all the students in the ‘soft c.hz';mirs’

arts and humanities subjects and all the ¢+, .
ard chairs’ class do maths and sciences_ |¢
touse atestofdata analysis as her meag, .. -

he might find that the students in the ‘hz;- su

e N

srform better. Thiswould suggest 1., °

level ofthe VD
chairs make students performworse but couls ;- :
the extraneous variable of subject grous: S
leofa participantvariable, because the oo S8

d by a feature of the individuals, i = &
> they

e

standardisation

Controls make sure that the levels of the IV reprac...
what they are supposed to, 1.&- that the differen-c-
between them are going to create the intendeg
situations to test the hypothesis. This helps to enc
validity (see Section 1.11). It is also important thz; )
every participantis treated in the sameway. This 5+
process of standardisation. One way that this is ach -
is by having standardised instructions, that give the
<ame advice to every person in the study. Imagire 5
questionnaire testing attitudes to helping behavin r
participants would need to have the same advice ?-.:g-”.
how to fill it in, so that any effects of social desirabiliry
_ the influence of needing to give answers that u
acceptable to society —were equally likely.

T
&

The procedure jtsef
alsoneedstobe
standardised. This
involves having
equipment or tests
that are consistent, iz
that measure tha sam:
variable every time
and always dosointf:
same way. Consider
the questionnaire
about attitudesto
helping again. All the

questions should focus on the same aspect of behaviour i
helping, rather than some looking at a different but possibly

1.12 Scientific instruments are
likely to produce objective,
reliable data

@ﬁﬂﬂi‘!‘:*w;._.__*, T

situational variable: a confounding variable caused by "
aspect of the environment, e.g. the amount of light or noise.

control: a way to keepa potential extraneous variable
constant, e.g. between levels of the IV, to ensure measu
differences in the DV are likely to be due to the IV, raising

red
validity

h——
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related factor, such as being friendly or happy. In laboratory
experiments, standardisation is easier than in other studies, as
equipment is likely to be consistent, for example stopwatches
or brain scans. However, some of these measures, such as
brain scans, may need to be interpreted and this must also be
done in a standardised way (Figure 1.12).

Applying your knowledge of variables and
controls to novel research situations

In experiments it is important to be able to decide how to
operationalise the IV Lo produce the different conditions

(to achieve validity) and to measure the DV in aconsistent
(reliable) way and to be able to justify these choices. You will
also need to be able to decide what controls it is appropriate
to use and to suggest how these can be implemented.

When writing hypotheses, you should ideally operationalise
the variables you are referring to. For example, in the
hypothesis ‘Students using revision apps will learn better
than students using mind maps', we do not know how
‘better learning’ will be measured, or which apps are being
used because the variables are not operationalised. To

be complete, the hypothesis needs more detail, such as
‘Students using the Gojimo revision app will gain better
test marks than students using mind maps'’. Similarly, the
hypothesis ‘There will be a correlation between amount

of sleep and emotional reactivity’ does not operationalise
either variable. This could be improved by saying ‘There will
be a correlation between the number of hours a person
sleeps for and their emotional reactivity indicated by how
loudly they cry during a sad film’,

RESEARCH METHODS IN PRACTICE

In Dr Blot's experiment about classroom chairs

(see Section 1.6), the IV of hard and soft chairs must

be operationalised. The text also referred to them as
‘comfortable’ and ‘uncomfortable’ chairs, but this still
does not make clear what is meant by ‘hard’ and ‘soft",
This could be done by saying ‘chairs with wooden/p.'as{ic
seats’and ‘chairs with padded seats’. Operational?sauon
of the DV is also needed. The text referred to working
‘better’ and ‘harder’ but this is also incomplete. We need
to expand on the idea of work ratg, which was also usted.
This might be measured by countmg.the number 9f pieces
of homework handed in late, or the time spent doing extra
work. Either of these would indicate the amo'unt ofwhork
being done. There are many extraneous variablest fatth
could be importantin this study, for example, sorpeo : e
students might work harder anyway or the ratedoh w;r
might vary with the weather. If students worked harder

0

on sunny days, this would be a situational variable,
The important variables to control are those that could
confound the results, For example, if there was a choice of
chairs, the students who chose to siton comfy ones might
be the laziest, If (eft as an uncontrolled variable, this
could alter the results by making it look as if soft chairs
made students work less,
In the description of the correlation on sleep and emotions
(Section 1.6), the two measured variables were the
‘amount of sleep’ and "how emotional someone is' or their
‘emotional reactivity’, It is important to operationalise
variables in correlations too. To operationalise these
variables we could measure the amount of time spent
sleeping and ask the participant to fill in a questionnaire
about their feelings to measure their emotions,

\_ Y

Reflections: Look at the Research methods in
practice box,

For the experiment:

* Suggest one other way the IV could be operationalised.

* Suggest one other way the DV could be
operationalised,

* Would a possible difference between how lazy
students were be a situational variable or a
participant variable?

* Suggest one other possible extraneous variable.

For the correlation:

* Suggest one other way the variable of ‘emotions’
could be operationalised.

1.8 Sampling of participants

Apopulation is a group of people (or animals) with one

or more characteristics in common. Forexample, the
population ofa country s all the people who live there, the
population of internet users is everyone who can access
theinternet. A population could also be people who share

a particular interest, such as ‘all football supporters’ or

who have a particular feature, for example ‘all left-handed
people’. The sample is the group of people who participate
inastudy. They are taken from a population and should
ideally be representative of that group so that the findings
will be representative. Details about the sample, such as age,
ethnicity and gender, are important in most investigations
because these features affect many psychological differences.
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iiﬁiﬁggzct?ristics of the sample, such as socio-gconomic
58 ation, employment, geographical location or
OCCupation, may also be relevant. The size of the sample
also matters. Small samples are less reliable and arelikely to
be less representative. The different sampling techniques
described below produce samples which differ in terms of
how veell they represent the population. The extent to which
they are representative of the population determines how
effectively generalisations can be made.

Opportunity sampling
Studies are often conducted with the people who are
around at the time. Selecting participants in this way is
called opportunity sampling. An opportunity sample
is unlikely to represent the population fairly because
readily available people will tend to be alike so they are
unlikely to include the variety that exists. For example,
many studies are conducted using university students
as they are convenient for the researchers. However, this
means that the sample will be predominantly young, with
a better than average education. This means that the
results may not reflect the scores that peaple of different
ages or educational opportunities might produce. Despite
this potential problem, opportunity sampling is the most
common method, even for professional psychologists,
as for many investigations the results are unlikely to be

affected by age or education.

Volunteer (self-selected) sampling
Rather than the researcher choosing individuals to ask,
they may invite people to volunteer to take partin their

population: the group, sharing one or more characteristics,
' from which a sample is drawn.
sample: the group of people selected to represent the
population in a study.
sam.pling technique: the method used to cbtain the
participants for a study from the population.
OPPOI'I}!nltv sample: participants are chosen because they
afe M"ﬁble, e.g. university students are selected because they
are‘p@g?}.at the university where the research is taking place.
volunteer &
anlcltﬁef,“_ﬁel.f-selected) sample: participants are invited to
participate, eg through advertisements vi ' i
Those whaTEEe: ents via email or notices.
. gﬁgg?ecome the sample.
iall members of the population (i.e. possible

random samp

participants are allocated oy
«sli0Cated numbers. :
these are selectedInaunbiased :?;92‘1 afixed amountof
from a hat. a‘f' £.g.by taking numbers %
) Che,

e SN

up an advertisement, make 5,

announcement or posta request on the j”t.efnet. Inti .
the people who respond and become partmpamS Chog.
to do 50, .. are volunteers, S0 are describedasa vy, ,
sample (Figure 113). As the indiwdpals are self-selec.,
that is they choose whether tojoin in, t.hIS sampling
technique is unlikely to be representative of the pop
Volunteers may have more free time than average an,
apart from being willing, often have other characteri "
common, such as being better educated. Neverthelc -
i< 3 useful technique when looking for participants v, .
unusual in some way, for example in Baron-Cohen et ., . :
study, where people on the autistic spectrum were oy

study. They might put

Public Announcement

WE WILL PAY YOU $4.00 FOR
ONE HOUR OF YOUR TIME

Persons Needed for a Study of Memory

. cvulpyﬂnwﬂnmmunlohbum*u.ﬁn:&
Mofmmmdlumiﬂ.mnndyhbdnlmnthnhrity,
*Each persoa who participates will be paid $4.00 (plws 50c carfars) foy
approximately 1 hour's time. We need you for oaly one hour: there 112 1,
lunhuobﬂptbufnmydmmﬂmymmﬂﬂnom(m&;

weekdays, of weekends).

*No special traising, education, of experience s nesded. We waat:
Faclory worken Businesnea Comstrection worksy
City employess Qlerks Salespeople
Labomrs Prolessional people Whitecollar workers
Bardens Telephone workess Others

All persons must be between the ages of 20 and 50. High xchool and col:ge
students cannot be used.

*If you meet these qualifications, flll cut the coupoa below and mail it

now (0 Professos Stanley Milgam, Department of Psychology, Yale University,
New Haven. You will be motifled later of the specific time and place of thy

study. We reserve the right to decline any application.
*You -ilhp-.ldu.oo(plumwfm)umuyumhnm

Laboratory.

TO:
PROF. STANLEY MILGRAM, DEPARTMENT OF PSYCHOLOGY,

YALE UNIVERSITY, NEW HAVEN, CONN. | want lo take part in
this study of memory and learning. | am between the ages of 20 1nd
50. | will be paid $4.00 (plus S0c carfare) if | participate.

NAME (Please Print). ... oovvvineniniennaciannannanrnnenns
ADDRESS . . \ittiiiiiernratnanenesnnnsrnnnnnasnnnnsies
TELEPHONENO. ............... Best time tocall you ...+
AGE........ OCCUPATION. ....cvvvennrnnnnnns SEX.....-
CAN YOU COME:

WEEKDAYS ....... EVENINGS ...... WEEKENDS.......:*

1.13 Would you respond to this advert?

Random sampling

Opportunity and volunteer samples may be biased - they
will probably contain very similar people so are unlikely
to include the spread of characteristics in the population.

In random sampling each person in the population has
an equal chance of being chosen so the sample is much
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more likely to be representative. Imagine you are looking
for a sample of students at your school and you put an
advert forvolunteers on the library notice board. Students
who never go to the library cannot be included so your
sample might be biased towards those who work the
hardest. Similarly, if you took an opportunity sample from
the common room, it would only include students who are
relaxing. Now your sample might be biased towards the
least hard working. To obtain a representative sample you
could instead use a numbered list of all students and use
arandom number generator to choose the participants,
This would be a random sample as any individual is
equally likely to be chosen. If the population is small, such
asallthe members of your class, you can simply give each
person a number, put pieces of paper with each number
onina hat, and draw out numbers until there are enough

for the sample,

Applying your knowledge of sampling
techniques to novel research situations

An early step in any research is to obtain an appropriate
sample. The extent to which generalisations can be made
from research depends in part on how representative
the sample is. It is therefore important to get the best
possible sample. However, practical constraints prevent
researchers from using random samples most of the time
and, for many psychological phenomena, it is reasonable

Chapter 1: Research methods

way so some sample bias is unproblematic. However, to
assume there are no differences in emotional responses,
cognitive processing or behaviour between populations
would be misleading. Indeed, the psychology of individual
differences, of developmental psychology and cross-
cultural research are three areas specifically devoted to the
study of such differences.
can recognise limitations in the sampling technique used.
This means that you should be able to identify possible
differences between individuals or groups that might
matter for the particular phenomena being explored in

a study. Imagine two researchers at different universities
are both studying obedience and both want samples from
people nearby but not students. One university is near a
police college and the other is next to a hospital and the
researchers both obtain opportunity samples with the

Itis therefore important that you

same age and gender spreads from these workplaces.
Even though the samples are similar in age and gender,
the difference in occupations may mean that the results of
their studies will be different - because police officers tend

sample obtained.

to believe that processes happen in a fairly universal

Opportunity sampling

Sampling technique

Volunteer (self-selected) sampling

to be more obedient than nurses.

You will need to be able to explain how you would use
each sampling technique and to explain reasons for
choosing each technique. For example, why it might
be difficult to use a technique in practice orwhy
generalisations could or could not be made from the

Random sampling

Strengths

Quicker and easier than other
methods as the participants
are readily available

Relatively easy because the
participants come to the
researcher. They are also likely to be
committed, e.g. willing to return for
repeat testing

Likely to be representative as all
types of people in the population
are equally likely to be chosen

Weaknesses

Likely to be non-representative
as the variety of people
available is likely to be

limited, so they will tend to be
similar and the sample could
therefore be biased

Likely to be non-representative as
people who respond to requests
may be similar, e.g. all have free time

In reality everyone may not be
equally likely to be chosen, e.g, if
they cannot be accessed (if the
original list is incomplete) or if
mainly one type of participant,
e.g. girls, happen to be selected.
Thisis particularly important if
the sample is small

Table 1.3 Strengths and weaknesses of sampling techniques
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::;Et::iH METHODS IN PRACTICE announcement.in the ca'nteen asking for Stu-dents Studying ™~

invest cher has asked you to do a cognitive psychology all different subjects. This volunteer sampling techniqy

gation. You want it to work well so you want 3 sample might be better but there would be no guarantee of gettir,,
of 30 people from which you can generalise. You think it would range of people. You decide that the best sampling teChni:,‘ a |
be easiest to take an opportunity sample from your classes would be to chooseindividuals at random froma[istofa“tr: ‘
e a biased studentsinthecollege. You hope that this would mea”youm J
would be equally likely to get students taking each subjec, |
ling technique based-,” .

to use this random samp
' examination candidate numbers. You enter .

arandom number generator an
Usa

atthe college but you realise this might produc
sample as all your subjects are sciences. This might matter as _

logic to solve problems and You decide

the student

the investigation is about using
you think that science students might be especially good at _ _
the task. If so, their results might not be representative of the candidate numbers into
A friend suggests making an the first 30 numbers that are generated.
e |

college populationasa whole.

ons in examinations butyou could 1,
! A%y

perform calculati
find the mode, median and range ¢
o= ,'j

to count Up SCOres,

data set, make simple comparisons and interpret dat- ..

the Research methods in

Reflections: Look at
blems would the

practice box above. What pro
following situations lead to?

tables or graphs.

Types of data

As you may know from the core studies or from ear| i«
parts of this chapter, psychologists use a variety of differe,.
research methods. These methods can produce a ra- s ¢
different types of data. The main types are discusse:;

. You revert to your idea of an opporrunfzysamp/e but
use your neighbours, who are mainly retired people.
. You followed your friend’s advice about volunteer
sampling but lots of the younger students werein
detention at lunchtime that day.
les below. Which sampling technique is

Quantitative and qualitative data

When psychologists collect data they can collect eithe-
sults, called quantitative data, or qualitatiy,

numerical re
data, which is detailed and descriptive. Quantitative data

indicates the quantity of a psychological measure, such
as the amount or strength of a response and tends to be
ales, such as time, or as numerical scores

Read the examp
being used in each situation?
. Professor Smudge is doing some internet research

Facebook

and is recruiting participants by posting on
asking for people to help with her study.
« DrSplash is investigating the effects of ageing and is

asking all the residents at two local care homes for
measured on s¢

on tests such as 1Q or personality. Qua ntitative data is
associated with experiments and correlations which use

their help.
ers on the college register
numerical scales but itis also possible to obtain quantitati

. DrBlotpuHsstudentnumb
from a hat to select a sample for a new studyon

homework and part time jobs.

/ \\_7 T

@ kevERMS

A K
quantitative data: numerical results about the quantis of

a psychological measure such as pulse rate or a score or f

1.9 Data and data analysis

duce numerical e
intelligence test.
qualitative data:

[

descriptive, in-depth results indicating the
ic, such as responses

Psychologists, like all scientists, often pro

results from their investigations. These results are called
;he raw data’ As it is difficult to interpret large amounts of quality of a psychological characteris
i . . . I
r'egurf:.the re§ults are often simplified mathematically and to open questions in self-reports or case studies and detailed
presentedvisually on graphs. We will discuss a range of observations.

methods inthis section. Note that you are not required to
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Data type

Quantitative

Chapter 1: Research methods

Qualitative

strengths Typically uses objective measures

Scales or questions often very reliable

Data can be analysed using measures of central
tendency and spread making it easy to compare

Data is often valid as participants can express
themselves exactly rather than being limited by
fixed choices

Important but unusual responses are less likely to
be ignored because of averaging

Weaknesses

to give a response that is not available

Data collection method often limits responses so
the data are less valid, e.g. if the participant wants

Data collection is often relatively subjective so
findings may be invalid as data recording or
interpretation may be biased by the researcher’s
opinions or feelings

Detailed data from one or a few individuals may
not generalise to the majority

Table 1.4 Quantitative versus qualitative data

data from observations, questionnaires or interviews. For
example, a record of the number of times a behaviour is seen
or the total of responses to a closed question in an interview
would be quantitative data. The sources of quantitative data
aretypically highly objective, as the scales or questions used
need little if any interpretation, making them high in validity.
In addition, the measures used are generally highly reliable,
as the measures are fixed quantities.

Qualitative data indicates the quality of a psychological

characteristic. Such data is more in-depth than quantitative
data and includes detailed observer accounts and responses

to open questions in questionnaires, interviews or case studies.

Although there is a risk of subjectivity in the interpretation of
such data by the researcher, qualitative data may be more
representative as the participant can express themselves fully,
soin some senses qualitative data can also be valid.

RESEARCH METHODS IN PRACTICE

Dr Splash and Professor Smudge disagree over the best
way to collect data about people’s emotions when they
are put in stressful situations, Dr Splash wants to collec.t
quantitative data by measuring their pulse rate and give
them scales of very / quite / not at all to rate how stressed
they feel. Professor Smudge thinks it would be bet‘te.r to
collect qualitative data by interviewing each participant

and getting them to describe their feelings. She plans to
ask questions such as ‘How do you feel when you meet an
important person for the first time?’and ‘Describe how you

felt the last time you were late". J

e e e

—

Reflections: Look at the Research methods in
practice box above, What are the advantages

and disadvantages of each suggested data

collection method?

Are the questions suggested by Professor Smudge
open or closed questions?

Using ethical ideas only, suggest two more questions
that could be used in the interview, one open question
and one closed question. State which type of question
would collect qualitative data and which would collect
quantitative data.

Data analysis
This section explores different ways that mathematics can
be used to simplify and understand the data produced by

studies in psychology.

Measures of central tendency

Aset of quantitative results can be summarised to one
number that represents the ‘middle’ or typical score, called
ameasure of central tendency or ‘average’. There are
three different measures of central tendency: the mode,

median and mean.

S
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measure of central tendency: a mathematical way to find
the typical or average score from a data set, using the mode,
median or mean,

mode: the measure of central tendency that identifies the
most frequent score(s) in a data set.

median: the measure of central tendency that identifies the
middle score of a data set which is in rank order (smallest to

largest). If there are two numbers in the middle they are added
together and divided by two.

mean: the measure of central tendency calculated by adding up
all the scores and dividing by the number of scores in the data set.

The mode

The mode is the most frequent score in a data set. It can be
used with numerical data (such as scores on a test) and also
with data sets that are choices that can be counted (such
as written responses to the question ‘What is your favourite
subject: maths, English or psychology?’). If two (or more)
values are equally common there will be two (or more)
modes. For example, the faces in Figure 1.14 could be used
in a test to compare people on the autistic spectrum with

a control group. The participants could be asked ‘Which
face looks the happiest?’ The face which was chosen as the
happiest by each group would be the mode for that group.

e o -9 s’oo e 0
—_— N ~ L~

1.14 A facial expression test

Aself-report in a school produced the data set in Table 1.5.
The mode for subject choice is ‘Psychology’, because more
people said this subject was their favourite - ten compared
to four and six for the other subjects.

’ Maths l English

Psychology

Numberofpeopfe! 4 1 6 I 10

Table 1.5 Number of people choosing each subject as their
favourite

Night of the week

= . ‘

Another question asked ‘On which day of 17,
do most homework?" (see Table 1.6). The e

girls and boys were compared.

Ir.
»

In Table 1.6 more boys have ‘Sunday’ as thei ,
homewaork night, so this is the mode for bo/
that ‘Friday’ and ‘Sunday’ are their main hor. .
but these two categories are the same, so trm Mg

modes, each containing six girls. We could als, -,
the totals to work out an overall mode. Addmd L;;
totals for each day shows that for all students <,
most popularhomework night, with 17 studers< .’

The median

Unlike the mode, the median cannot be used v+ b
discrete (separate) categories, it is only used i+ -
data on alinear scale (i.e. pointsin asequence) 755 .
median. all the scores in the data setare putin 2 57,
smallest to largest (ranked). The middle one in t+--
the median. If there are an even number ofpart?:igaﬁtg
50 there are two numbers in the middle, these zr= 5CC§;

together and divided by 2 to find the median.

Another question in the school survey asked participan
to rate how hard they thought they worked, from 1+ 1
Students in their AS and A Level years were askec.

AS student data:
8,6,9,1,5,6,2,7,3,6,9,8,56,3,8,5,10,2,3

A Level student data:
7,9,6,7,9,7,10,10,7,10,5,4,9,6,10,10,7,9 77

Putting these data into order for the two groups

separately:

AS students:
1,2,2,3,3,3,5,5,5,6,6,6,6,7,8,8,8,9,9, 10
6+6=12,12/2=6 50 the median=6

A Level students:
4,6,6,7,7,7,7,7,7,7,9,9,9,9,9, 10, 10, 10, 10,10
7+9=16,16/2=8s0the median=8

Tuesday | Wednesday | Thursday Friday Saturday
Number of boys 0 1 2 3 3 / 0 1 -
Number of girls 1 1 2 4 6 } 0 J 6
Table 1.6 Main homework nighf
== e S ——————
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